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1. Purpose

Multi-Stratification for Outlier Detection

Stratum

Base on regression tree
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1. Purpose

Multi-Stratification for Outlier Detection

Stratum

Outlier Detection base on Linear regression
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1.1 Relationship of each variable
Profit and |_oss Statement
Dependent variable

Sales(lIncomes)

Cost of
Sl

. Selling, General and
Operat|ng Administrative

Proﬁt Expenses

By

O —

Wages and Salaries v

5 Expenses = Sales - (Cost of Sales + SGA)




1.2 Accounting items(Ratio), T Sinties conter
Tabulation of Enterprises

ltem WF? eczzf'?-]f azr;d Manufacturing

Sales (Income) 1000 1000
Expenses *2 Q7.2 06.1
Cost of sales 789 777
Gross profit *3 21.1 223
SGA *1 18.3 184
Operating profit x4 28 39
Total wages and salaries 7.1 11.1

Data source: the 2012 Economic Census for Business Activity,
Tabulation of Enterprises Table 8 in the preliminary summary,
Statistics Bureau of Japan

*1 SGA: Selling and Generally Administrative expenses
x2 Expenses = Sales - (Cost of sales + SGA)

*3 @Gross profit = Expense - Cost of sales

x4 Operating profit = Gross profit - SGA
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1.3 Correlation coefficient
between each accounting item

Correlation coefficient for the Sales is also as
high as 0.9 or more.

Sales
(Income)

Sales 1.000
(Income)

Expenses 1.000 1.000

Cost of | Gross SGA Operating

Expenses Sales | profit profit TWS

Costof | 5909 0999 1.000

sales
gﬁgﬁf 0088 0987 0981 1.000
SGA 0090 0989 0983 0999 1.000

O"’Oergti‘t“g 0953 0950 0943 0979 0970 1.000

TWS 0050 0948 0943 0960 0955 0.961 1.000

- SGA: Selling and Generally Administrative expenses
TWS: Total Wages and Salaries
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2 Background

The 2012 Economic Census for Business
Activity was held in Japan.

Targets
Estagblishments iN All establishments,
Main accounting items

izm:: of the Industries, .......

Sales in accounting

It is possible to
extraction of

We obtained

this survey optimal
Methods: results boundary
* Histogram value in each

* Box plot B |
: M?fftf Vc;riab]e stratification
analysis, etc.
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Kind of histogram analysis :
—valuation for each method based on the AIC

Sample size 10 20 30 50 100 200 500 1000
Minimum 149037 17879 18450 16874 16.825 16.961 15.714 14937
Maximum 24699 23.699 25359 23.770 26153 27659 26347 27.383

Sample mean |20.657 21.021 21.296 20227 21217 21.024 21.034 20.980
USSD *1 3273 1590 1676 1628 1.929 2025 1.927 2.021
IQR 3430 2299 1.755 2330 2719 3.087 2.865 2793
(i) Sturges’ formula
Num. of bins 4 5 6 7 8 9 10 11
AIC 4004 9951 168.76 32231 75799 1,716422 527523 -
(i) Scott’s normal reference rule
Num. of bins 2 3 4 5 7 e) 13 18
AIC 3485 9502 16466 31886 761.87 1,77481 530348 11,.943.10
(i) Freedman-Diaconis’ choice
Num. of bins 4 4 7 6 8 11 15 23
AIC 42902 9955 17762 323.63 7167.23 1,782.76 531559 11,972.54
®)

x4 USSD: Uncorrected sample standard deviation
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Verification Procedures

3. Data Analysis by Regression Tree

4. BEvaluation of Boundary value
by Chow Test

O. BEvaluation of Linear Regression Analysis
for Chow Test by AIC
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llustrate of Verification Procedures™

@MData Analysis

Profit and Loss Statement

Sales(lIncomes)

Cost of
Gross Profit So:]ecs)

. Selling, General and
Operatlng Administrative
Profit S

@ Evaluation of Boundary value

180,000,000

All data: : y=0.9417x - 2040.7
R? = 0.9956

i
160,000,000 - R-=0.9938 7—

100,000,000
/ +31million ¥~ 0.9555% - 1E+06 o
80,000,000 / B 0 0861
000.000 @ = 13million =0.8626x + 2E+06 e
60,000, / 7 R? = 0.9769
4 Under6.amillion | ¥ = 0.9579x - 8000.4 e

R* =0.9934
20,000,000 - ¥ = 0.8683x + 806371
= 6.8million e~ 00482
[o] -
50,000,000 100,000,000 150,000,000 200,000,000
(20,000,000) |

@ Stratified based on regression tree

Stratum 1

|
[ |
Stratum 2 - (CYAN
|
|

|
TWS TWS

Stratum 4 - -
l_l_\ I‘I_I
L4 L5 L6 LT

@ Linear Regression Analysis

Coefficient | (Intercent) | Expense

Costof

SGA TWS | df AIC
sales

Im All 46055 | 1.021 | -0026 | 0236 |-0060| 6 | 189174

140,000,000 /
e / @

Im 1 -1679.7 1042 | 0346 | 2075 | 5 | 221586
m2  [-12023.5 1.083 2457 | 4 | 221670
Im3  |146400.0 1.023 | 1.263 4 | 222936
Im4  |267900.0 1.296 3 | 224890
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Data Analysis

Data set

The 2012 Economic Census for Business
Activity, Tabulation of Enterprises Table8 in
the preliminary summary

Dependent variable : Sales (Income)
Explanatory variable : Expenses, so on
Method
The introduction of Regression Tree
R package of “mvpart”
Evaluation
Boundary value by Chow Test and AIC
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List of calculation for histogram by Sturges formula
Data section (1) 2 (S| 4) (S © (7
Freq. ,
ol i | 0| Cumulative | Fred. | Ratioof R";‘)ﬂlo ® |1
(Theoretical freq. (n=721) ) 2 X Ln(4) '
value)
1 89 17,130,280 0.95907 0.959 708 0.982 0.982 -12.9 —
2| 171,30,280 | 34,260,471 0.04081 1 §) 0.008 0.990 -28.7 06.579
3| 34,260471 | 51,390,662 0.00012 1 4 0.006 0.996 -20.8 3.178
4] 51,390,662 | 685,20,853 1.1E08 1 0 0 0.996 0 0
5 68520853 | 85,651,044 2.8E-14 1 0 0 0.996 0 0
6| 85,651,044 | 102,781,235 0 1 0 0 0.996 0 0
7| 102,781,235 | 119,911,426 0 1 0 0 0.996 0 0
8| 119,911,426 | 137,041,617 0 1 1 0.001 0.997 -6.58 0
9| 137,041,617 | 154,171,808 0 1 0 0 0.997 0 0
10| 154,171,808 | 171,301,999 0 1 1 0.001 099 | -6658| 0O
AC=(-2) X ((658-0 +2(10-1)=31.16

13
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3. Data Analysis by Regression Tree

Tree-based model has various main

advantages.
(i) Simple to understand and interpret

GI = 1 — E [z2{Z |£2]% GI: Gini index
t—1

(i) Able to handle both numerical l \

and categorical data I

(iii) Uses a white box model and

probabilistic graphical model l \ l \
(iv) Performs well with large .

datasets |
(v) Supervised learning,

and prediction

4 Effective use of P/L Statement
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3.1 Result of Analysis

» The Sales is computed by the Expenses in the
explanatory variable.

l Expenses < 31,230,000 \
1 I 1
l Expenses < 6,7 (4,000 \ l 17,360,000 \
l 594,100 \ l Expenses < 13,800,000 \
l 10,200,000 \ l 22,840,000 \
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3.2 Analysis Results by Other Variables

(i) When omitted the Expenses:

Node), Split n
1) root 543
2) SGA 4,577,904 536

4) wages and salaries 784,1865 510
B5) wages and salaries>=784,1865 26
3) SGA>=4.577,904 7

L

Deviance
5643E+16
4 84E+15
5.39E+14
1.37E+15
207E+16

Y value
2,125,002
1,263,691
735514 *
11,624,090 x*
68,076,790 *

The SGA and the wages and salaries are effective to split, the

sales is divided by three classes.

(i) When omitted the Expenses and SGA.:

The Sales is divided four classes.

(il When omitted the Expenses, SGA and Cost of sales

The Sales is divided four classes.

16
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3.3 Integrated some analysis results

Stratum 2 | eafi SGA

Stratum 3 -

- |_4 |_5 L6 L7



4. BEvaluation of Boundary Value
by Chow Test

Dependent variable is the sales, and explanatory
variable is the Expenses.

180,000,000
All data: : y=0.9417x - 2040.7
160,000,000 - S >
140,000,000 )/ /
120,000,000 /
100,000,000
/ + 31million v = 0.9553x - 1E+06 6
80,000,000 / R — 0.9861
@ H13million = 0.8626x + 2E+06 g
¥
60,000,000 R? — 0 9769
40.000.000 Under6.8million v =0.9579x - 8000.4 e
i k-l RE = 0.9934
20,000,000 - v = 0.8683x + 806371
* 6.8million RZ — 0.0482 @
0 i T T T 1
18 (tt 50,000,000 100,000,000 150,000,000 200,000,000
(20,000,000)




4. BEvaluation of Boundary Value
by Chow Test
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4 Evaluation of Boundary Value by
Chow Test

The Expenses was divided boundary value of under
6.8 million and 6.8 million to 13 million yen by each
stratification.

» Result of the Chow Test
F=200103,df1 =2, df2 =781,
P-value = 3.35e-09
Evaluation of F value:
When 1=F=F a, P > 0.05 is equal variables,
And F>F a, P < 0.05 is unequal variables.

» P value is under 0.05, therefore,
its boundary value is effective.

20
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S. Evaluation of Linear Regression Analysis for
Chow Test by AIC
Results of linear regression analysis
Cosfficient | (intercept) | Expenses | 05O | sGA | TwWs [df | AIC
Im All 4,6055 1.021 -0026 | 0236 [-0060| 6 | 189174
Im 1 -1,679.7 1.042 0346 | 2075 | 5 | 22,1586
Im2 -12,0235 1.083 2457 | 4 | 22,1670
Im3 146,400.0 1.023 1.263 4 | 22,2936
Im4 267,900.0 1.296 3 | 22,4890

SGA: Selling and Generally Administrative expenses

TWS: Total Wages and Salaries

21
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© Conclusion

» Achievement of the study
1. Multi-stratification of the Sales based on
the regression tree
» Evaluation
2. Boundary value by Chow Test
3. Linear Regression Analysis for Chow Test
by AIC
» Future research is an extension to other
economic surveys based on the experience

of authentic information in the aggregate
the EC2012.

22
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